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KKT conditions:
• Feasibility

• Dual feasibility

• Complementary slackness

• Stationarity

General optimization problem:

minimize
x

f (x)

subject to g(x) ≤ 0

h(x) = 0

Equality form:

minimize
x

c>x

subject to Ax = b

x ≥ 0

(10)Constraints. Equality constraints h(x) = 0, inequality constraints g(x) ≤ 0, transformations
to remove constraints, Lagrange multipliers,1 KKT conditions, duality, primal form,2 dual form,3 min- 1 L(x, λ) = f (x)− λh(x)

2 minimize
x

maximize
µ≥0,λ

L(x,µ,λ)

3 maximize
µ≥0,λ

minimize
x

L(x,µ,λ)

max inequality, duality gap, penalty methods,4 augmented Lagrange method,5 and interior point

4 pcount(x), pquadratic(x), pmixed(x)
5 pLagrange(x)

methods.6

6 pinv-barrier(x), plog-barrier(x)

(11)Linear Constrained Optimization. Linear program, general form, standard form, half-space,
equality form, slack variables, simplex algorithm,7 and dual certificates.8

7 Greedy heuristic, Dantzig’s rule,
Bland’s rule.
8 Verifies optimality.

(12)Multiobjective Optimization. Pareto optimality, dominance, criterion space Y , Pareto frontier,
weakly Pareto-optimal, utopia point,9 Pareto front generation, constraint method, lexicographic method, 9 yutopiai = minimize

x∈X
fi(x)

weighted sum method, goal programming,10 weighted exponential sum, weighted min-max method,11
10 minimize

x∈X
‖f(x)− ygoal‖p

11 Also called weighted Tchebycheff
method.

exponential weighted criterion, multiobjective population methods, subpopulations, vector evaluated
genetic algorithm, nondomination ranking, Pareto filter, niche techniques,12 preference elicitation, paired

12 Fitness sharing, equivalence class
sharing.

query selection, expert responses, prime analytic center, polyhedral method, design selection, decision
quality improvement, minimax decision, and minimax regret.

(13)Sampling Plans. Space-filling, full factorial, random sampling, uniform projection plan, Latin-
hypercube sampling, stratified sampling, space-filling metrics, discrepancy, pairwise distances, Morris-
Mitchel criterion, space-filling subsets, greedy local search, exchange algorithm, quasi-random se-
quences,13 Monte Carlo integration, quasi-Monte Carlo methods, additive recurrence, Halton sequence,

13 Also called low-discrepancy se-
quences.

Sobol sequence, and Sobol sequence.

(14)Surrogate Models. Regression, linear model, linear regression, design matrix X, pseudoinverse,14

14 Moore-Penrose pseudoinverseX+

basis functions, polynomial basis functions, sinusoidal basis functions, radial basis functions, regulariza-
tion term, L2 regularization, generalization error, training error, mean squared error, holdout method,
random sampling, k-fold cross validation, leave-one-out cross-validation, complete cross-validation,
bootstrap method,15 leave-one-out bootstrap estimate, and 0.632 bootstrap estimate.

15 Bootstrap method:

εboot =
1
b

b

∑
i=1

ε
(i)
test

=
1
m

m

∑
j=1

1
b

b

∑
i=1

(
y(j) − f̂ (i)(x(j))

)2

(15)Probabilistic Surrogate Models. Gaussian process, analytical conditional and marginal dis-
tributions, mean function m(x), covariance function or kernel k(x, x′), squared exponential kernel,
characteristic length-scale `,Maérn kernel, posterior distribution, predicted mean µ̂,16 predicted variance

16 µ̂(x) = m(x) + θ>K(X, x)

ν̂,17 standard deviation, gradient measurements, noisy measurements, andmaximum likelihood estimate.

17 ν̂(x)=K(x, x)−K(x, X)K(X, X)−1K(X, x)

(16)Surrogate Optimization. Prediction-based exploration, error-based exploration,18 lower con-

18 x(m+1) = arg max
x∈X

σ̂(x)

fidence bound exploration,19 probability of improvement exploration,20 expected improvement explo-

19 LB(x) = µ̂(x)− ασ̂(x)
20 Probability of improvement:

P(y < ymin) =
∫ ymin

−∞
N (y | µ̂, σ̂)dy

= Φ
(

ymin − µ̂

σ̂

)
ration,21 and safe optimization.

21 Expected improvement:

E[I(y)] = σ̂
∫ y′min

−∞

(
y′min − z

)
N (z | 0, 1)dz

= (ymin − µ̂)P(y ≤ ymin)

+ σ̂ N (ymin | µ̂, σ̂2)

(17)Optimization under Uncertainty. Irreducible uncertainty vs. epistemic uncertainty, set-based
optimization, minimax, information-gap decision theory, probabilistic uncertainty, expected value,
variance, sensitive vs. robust design points, statistical feasibility, value at risk (VaR), and conditional
value at risk (CVaR).


